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Abstract
We describe research on the impact of health insurance on healthcare spending (“moral hazard”),
and use this context to illustrate the value of and important complementarities between different
empirical approaches. One common approach is to emphasize a credible research design; we review
results from two randomized experiments, as well as some quasi-experimental studies. This work
has produced compelling evidence that moral hazard in health insurance exists—that is, individuals,
on average, consume less healthcare when they are required to pay more for it out of pocket—as
well as qualitative evidence about its nature. These studies alone, however, provide little guidance for
forecasting healthcare spending under contracts not directly observed in the data. Therefore, a second
and complementary approach is to develop an economic model that can be used out of sample. We
note that modeling choices can be consequential: different economic models may fit the reduced form
but deliver different counterfactual predictions. An additional role of the more descriptive analyses
is therefore to provide guidance regarding model choice. (JEL: D12, G22)

1. Introduction

Empirical work in applied microeconomics is often loosely classified into two
categories: “reduced form” or “structural”.1 Although this classification is somewhat
subjective, surely imperfect, and to some extent artificial—there is a richer spectrum of
empirical approaches that could be broken down to many more than two categories—
this simple classification is often used to imply two mutually exclusive approaches
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that are at odds with each other. And the researcher—faced with a question and a
data set—is portrayed as needing to make an almost religious choice between the
two approaches. In this paper we try to make the simple point—appreciated by many,
but perhaps not all—that these two empirical approaches are in fact complements,
not substitutes. Each has its own pros and cons. They should often be used in tandem
(within or across papers) as scholars embark on answering a specific research question.

To illustrate this point, we use the specific topic of moral hazard in health insurance,
on which there is a vast empirical literature (including our own) covering a range of
empirical approaches. In the context of health insurance, the term “moral hazard”
is widely used (and slightly abused) to capture the notion that insurance coverage,
by lowering the marginal cost of care to the individual (often referred to as the out-
of-pocket price of care), may increase healthcare use (Pauly 1968). In the United
States—the context of all the work we cover in this paper—a typical health insurance
contract is annual and concave. It is designed so that the out-of-pocket price declines
during the year, as the cumulative use of healthcare increases.

We make no attempt to review the voluminous empirical literature on the topic.
Rather, we select only a few specific papers—drawing (grossly) disproportionately on
our own work—to illustrate the relationship and complementarities between different
empirical approaches used to study the same topic. Our focus is thus not only on
describing (some of) what we know, but also on how we know it.

We begin by defining the object of interest: what “moral hazard” means in the
context of health insurance, and why it is of interest to economists. We then discuss
work on three specific questions related to moral hazard in health insurance. First,
we describe work that has tested whether moral hazard in health insurance in fact
exists. There is a clear affirmative answer, with much of the most-convincing existing
evidence coming from large-scale randomized experiments: Just like almost any other
good, individuals increase their healthcare utilization when the price they have to pay
for it is lower. Second, we describe work that tries to assess the nature of the consumer
response. In particular, we ask whether individuals respond to the dynamic incentives
that arise from the nonlinear health insurance contracts. Again, the general finding
is positive, with much of the evidence driven by quasi-experimental studies. Finally,
we describe work that attempts to forecast what healthcare spending would be under
contracts we do not observe in the data. This requires a more complete model of
individual behavior.

In the final section, we conclude by returning to our main goal in writing this
paper, and discuss the cross-pollination across the methods and approaches used in
the three preceding sections. Although all methods were used in the context of the
same broad topic, the more specific questions they answer are slightly different.
We highlight the value of each approach, and the important interactions between
them. In particular, compelling “reduced form” causal estimates of the impact of
health insurance contracts on healthcare spending are invaluable for testing specific
hypotheses, such as whether there is any behavioral response or whether individuals
respond to dynamic incentives. There are settings and questions in which such reduced
form estimates may be sufficient. In particular, if the variation used is sufficiently
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close to prospective policies of interest, one might need to go no further. Yet, many—
perhaps most—questions of interest require us to make predictions out of sample, for
which economic models that rely on deeper economic primitives are important. These
modeling choices should not be made in a vacuum; the descriptive evidence from the
reduced form provides general motivation, as well as more specific guidance, as to
which modeling choices are more appropriate in a given context.

We are clearly not the first to attempt to highlight the value of combining
different empirical approaches in the context of the same question. Very similar views
are expressed in Chetty (2009), Heckman (2010), Nevo and Whinston (2010), and
Einav and Levin (2010), among others. Although tastes or skill sets of individual
researchers may understandably lead them to disproportionately or exclusively pursue
one particular style of empirical work, the literature as a whole benefits enormously
from attempts to incorporate and cross-pollinate the two, within and across papers.
Discussing these issues in the abstract is often difficult, so customizing the discussion
to a specific context may be useful. Our modest goal in this paper is to provide such a
specific context within which to illustrate this more general point.

2. “Moral Hazard” in Health Insurance

Throughout this paper, we follow decades of health insurance literature and use the
term “moral hazard” to refer to the responsiveness of healthcare spending to insurance
coverage. The use of the term in this context dates back at least to Arrow (1963).
Consistent with the notion of hidden action, which is typically associated with the term
“moral hazard,” it has been conjectured that health insurance may induce individuals
to exert less (unobserved) effort in maintaining their health. For example, Ehrlich and
Becker (1972) modeled health insurance as reducing individuals’ (unobserved) effort in
maintaining their health; because health insurance covers (some of) the financial costs
that would be caused by poor health behaviors, individuals may have less incentive to
avoid them—they may exercise less, eat more cheeseburgers, and smoke more—when
they have insurance coverage.

However, this so-called “ex ante moral hazard” has received very little subsequent
attention in empirical work from the literature.2 This may be because it is not
empirically relevant in many contexts—the increased financial cost associated with
poor health is not the only cost, and probably not the most important cost of being
sick.

2. Spenkuch (2012) provides one of the few pieces of evidence on “ex ante moral hazard”. He re-analyzes
King et al.’s (2009) randomized evaluation of the impact of encouraging individuals in some geographic
areas of Mexico but not in others to enroll in the then-newly introduced catastrophic health insurance
program for workers outside the formal sector, Seuguro Popular. Spenkuch (2012) finds some evidence of
declines in preventive care, such as flu shots and mammograms, associated with experimentally induced
greater insurance coverage.
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The focus of the moral hazard literature has instead been on what is sometimes
referred to as “ex post moral hazard”. That is, on the responsiveness of consumer
demand for healthcare to the price she has to pay for it, conditional on her underlying
health status (Pauly 1968; Cutler and Zeckhauser 2000). In that sense, the use of
the term “moral hazard” is a bit of an abuse of the “hidden action” origin of the
term. The “action”—that is, the individual’s healthcare utilization—is in fact observed
(and contractible), and the asymmetric information problem may be more naturally
described as a problem of “hidden information” (regarding the individual’s health
status). Yet, to stay consistent with decades of abuse of terminology in the entire health
insurance literature, we use the term in a similar way and by “moral hazard” refer to
how consumer demand for healthcare responds to the out-of-pocket price the consumer
has to pay for that care.

Consumer cost-sharing is the typical name used for determining the out-of-pocket
price the consumer has to pay for healthcare. Because the set of healthcare services
is broad, and the price of each service could vary, insurers often specify coverage
as a percentage share of the total healthcare spending. The share of total healthcare
spending paid by the individual is referred to as “consumer cost-sharing”; the remaining
share is paid by the insurer. For example, a 20% consumer co-insurance or cost-share
means that for every dollar of healthcare spending, the consumer pays 20 cents out of
pocket and the insurer pays 80 cents.

Typical health insurance contracts are annual and do not specify a constant
consumer cost-share. Rather, they specify the consumer cost-sharing as a function of
the cumulative (over the covered year) amount of healthcare spending. This function
is typically concave. Figure 1 shows a stylized example of a typical contract. This
example shows a concave, piece-wise linear schedule with three “arms”. In the first—
the deductible range—the individual faces an out-of-pocket price of 100%; every dollar
of healthcare spending is paid fully out of pocket. After the deductible is exhausted,
which in this example occurs at $500 in total spending, the individual enters the
“co-insurance” arm, where she faces a price of 10%; for every dollar of healthcare
spending. Finally, once the individual has spent a total of $3,500 out of pocket (or
$30,500 in total spending), she reaches the “out-of-pocket maximum” (also known as
“stop loss” or “catastrophic coverage”) arm, at which point she faces no cost-sharing
and has complete insurance coverage.

Moral hazard is of economic interest because it creates an obstacle to the
consumption-smoothing purpose of insurance. Insurance is valuable because it creates
a vehicle for transferring consumption from (contingent) states with low marginal
utility of income (e.g., when one is healthy) to states with high marginal utility of
income (e.g., when one is sick). The first best insurance contract would equalize
marginal utility across different states; the existence of moral hazard makes it infeasible
to obtain the first best. As Pauly (1968) first pointed out, if individuals’ healthcare
utilization responds to the price they have to pay for it and the underlying health status
is not contractible, the cost of providing insurance will rise and individuals may no
longer be willing to pay the break-even price of full insurance. Therefore, as shown by
Holmstrom (1979), the presence of moral hazard leads optimal insurance contracts to
be incomplete, striking a balance between reducing risk and maintaining incentives.
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FIGURE 1. A typical health insurance contract in the United States. Figure shows a stylized annual
health insurance contract, illustrating the mapping the contract creates from total medical spending
to out of pocket medical spending. The x-axis shows total medical spending for the year and the
y-axis shows the out-of-pocket medical spending for the year.

A declining out-of-pocket price schedule (see, e.g., Figure 1) is a natural way
to optimally trade off the goal of combating moral hazard through higher consumer
cost-sharing with the goal of providing risk protection through lower consumer-cost
sharing. Since the value of insurance is increasing in the total spending, it makes sense
to provide a policy that provides greater protection when spending is greater. Although
this concave feature is common in many health insurance contracts in the United States,
we will also discuss in what follows settings where contracts deviate from this pattern.

The existence, magnitude, and nature of the moral hazard response is thus a key
input into the optimal design of private or public health insurance contracts. This is
a natural reason for the study of moral hazard to attract the considerable theoretical
and empirical attention that it has. However, moral hazard in health insurance has also
attracted academic and policy interest for the potential it raises that higher consumer
cost-sharing could help reduce the high—and rising—levels of healthcare spending as
a share of GDP in most developed countries. This has prompted, for example, policy
interest in high-deductible health insurance plans in the United States as a way of
reducing aggregate healthcare spending levels. The majority of healthcare spending,
however, is accounted for by a small share of high-cost individuals whose spending is
largely in the “catastrophic” range where deductibles and co-payments no longer bind.
This suggests that—for meaningful impacts on health care spending—the incentives for



962 Journal of the European Economic Association

health insurance for providers—rather than for consumers—may be more important;
we discuss this briefly in the conclusion.

3. Is There Moral Hazard in Health Insurance?

We now know what moral hazard in health insurance is (or at least what we have
all come to call it) and why it could be important for affecting the optimal design of
health insurance contracts. But does it exist? Does health insurance actually increase
healthcare spending? Health insurance, by design, lowers the price individuals pay for
their medical care. First-year economics teaches us that demand curves tend to slope
down, that when we make something cheaper, people tend to buy more of it. So the
answer may seem obvious. Yet, in the context of healthcare, there are (at least) two
views that are less sure.

One view holds that healthcare cannot be analyzed like any other good. Demand
for healthcare, in this view, is determined by “needs”, not by economic factors, or
as an economist might put it, the demand for healthcare is completely inelastic with
respect to its price. Gladwell has expressed this view forcefully in a New Yorker article
tellingly entitled “The Moral Hazard Myth”.3 Expounding his central premise—that
the “myth” of moral hazard in health insurance is a singularly American obsession
that has created our singular lack of universal coverage—he writes “The moral hazard
argument makes sense . . . only if we consume healthcare in the same way that we
consume other consumer goods, and to [some] . . . this assumption is plainly absurd.
We go to the doctor grudgingly, only because we’re sick.”

There is also a second view, according to which the demand for healthcare in
fact slopes up! One version of this conjecture is that health insurance will improve
people’s health by increasing timely and effective medical care (e.g., preventive care
or better management of chronic conditions), and that this improved health will in turn
reduce healthcare utilization. Another version points to the efficiency of healthcare
use as a channel through which healthcare spending will fall when insurance coverage
becomes more generous. For example, although most healthcare providers in the
United States can choose whether or not to see patients, emergency rooms cannot;
the Emergency Medical Treatment and Active Labor Act (EMTALA) requires that
hospitals provide emergency medical treatment to all patients. There is therefore
widespread speculation that one of the benefits of providing health insurance to
previously uninsured individuals is to get them out of the expensive emergency room
and into cheaper primary care (State of Michigan 2013).4 Indeed, this idea that insuring
the uninsured will reduce expensive (and presumably inefficient or unnecessary)
emergency room visits has been a leitmotif of advocates of expanding health insurance

3. Gladwell, Malcolm (2005). “The Moral-Hazard Myth.” New Yorker, August 29.

4. Dudiak, Zandy (2013). “Pittsburgh Area Legislators React to Governor’s Budget Proposals.” Forest
Hill Patch, February 6.
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coverage in the United States. For example, in making the case that Michigan should
expand Medicaid coverage under the Affordable Care Act, Republican Governor Rick
Snyder’s policy team argued “Today, uninsured citizens often turn to emergency rooms
for nonurgent care because they don’t have access to primary care doctors—leading to
crowded emergency rooms, longer wait times and higher cost. By expanding Medicaid,
those without insurance will have access to primary care, lowering costs and improving
overall health” (State of Michigan 2013).

We thus have three widely circulated competing claims: health insurance increases,
decreases, or does not change healthcare spending. Research allows us to move from
rhetoric to reality. Ultimately, the existence and sign of any moral hazard effects
of health insurance is an empirical question. It is a challenging empirical question
because people who have more generous health insurance presumably differ in other
ways from people with less generous health insurance, and these differences may
be correlated with expected healthcare spending. Indeed, the basic theory of adverse
selection suggests that those who have more health insurance are on average in worse
health (and hence face higher expected healthcare spending) than those with less health
insurance (Akerlof 1970; Rothschild and Stiglitz 1976; Einav and Finkelstein 2011).
How to separate such potential selection effects from the treatment effect of interest,
namely moral hazard?

We describe evidence from two randomized evaluations of the impact of health
insurance on healthcare spending: the RAND Health Insurance Experiment from
the 1970s, and the 2008 Oregon Health Insurance Experiment. We review the
evidence from each, which shows that moral hazard exists: health insurance increases
healthcare spending. We then describe quasi-experimental evidence of moral hazard
that uses the existence of “bunching” at a convex kink in the budget set created by
the health insurance contract to also establish the presence of moral hazard (i.e., a
behavioral spending response to the contract). We discuss the institutional setting for
the RAND Experiment and the “bunching” estimator in some detail, since we will
describe further analyses of both these settings in more depth in subsequent sections.

3.1. Two Randomized Evaluations

The Oregon Health Insurance Experiment. In 2008, the state of Oregon engaged
in a limited expansion of one of its Medicaid programs. Medicaid is the public
health insurance program for low-income individuals in the United States. The
particular program in Oregon was available to low-income, uninsured adults, aged
19–64, who were not already eligible for Medicaid by virtue of meeting one of
its categorical requirements. This Medicaid program provided comprehensive health
insurance coverage with zero consumer cost-sharing. Faced with budgetary constraints
that precluded their offering the program to all eligible individuals, policymakers in
the state of Oregon decided that a random lottery drawing would be the fairest way to
allocate their limited Medicaid slots. The lottery was publicly advertised, and eligible
individuals were encouraged to sign up. About 75,000 individuals signed up for the
lottery, from which approximately 30,000 were randomly selected. Those who were
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selected won the ability to apply for Medicaid, and to subsequently enroll in Medicaid
if found eligible. About 60% of those selected sent in applications, and about half
of those applications were deemed eligible for Medicaid, resulting in about 10,000
individuals who won the lottery and enrolled in Medicaid. The remaining 45,000 who
were not selected by the lottery became the control group; they were essentially unable
to apply for Medicaid. About two years after the 2008 lottery, the state found additional
resources and began to offer the ability to apply to Medicaid to those in the control
group.

The lottery created the opportunity to use a randomized controlled design to
study the effects of Medicaid coverage over its first two years. Specifically, random
assignment by the lottery can be used as an instrument for Medicaid coverage (Imbens
and Angrist 1994). Over the approximately two-year study period, lottery assignment
increased the probability of having health insurance coverage by about 25 percentage
points. Using this experimentally induced variation in insurance coverage, researchers
have studied the short-term effects of Medicaid on a wide range of outcomes. The
evidence indicates that Medicaid increases healthcare spending, improves economic
security, and improves some health measures. We focus here on a subset of the
healthcare spending results.5

The results from the experiment show that Medicaid increases healthcare spending
across the board, including hospital admissions, emergency department visits, primary
care, preventive care, and prescription drugs. Illustrating a subset of these findings,
Figure 2 shows the increased use of the emergency department (top panel) and the
increase in primary and preventive care (bottom panel). Both panels plot the mean of
the control group against that mean plus the “local average treatment effect” estimate
of Medicaid, that is, the estimate of the impact of Medicaid on the outcome, using
winning the lottery as an instrument for Medicaid coverage. For example, the estimates
indicate that Medicaid increases the probability of having a primary care visit in the last
6 months by 21 percentage points, or over 35% relative to the control group’s mean,
and the probability of having a recommended mammogram in the last 12 months by 19
percentage points, or about 65%. A back-of-the-envelope calculation using the induced
increases in healthcare utilization suggests that, in the first year, Medicaid increases
annual healthcare spending by about $775, or about 25% per year (Finkelstein et al.
2012).

The effect appears to operate across all types of care, with estimated increase
in both “high value” care (such as preventive care) as well as in potentially “low
value” care (such as emergency room visits for nonemergency conditions).6 Indeed,
contrary to the argument that Medicaid would decrease emergency department visits,

5. J-PAL (2014) provides a brief overview of the experiment and some of its findings. More details on
the experimental design, as well as specific results can be found in the original papers: Finkelstein et al.
(2012, 2016), Baicker et al. (2013, 2014), and Taubman et al. (2014).

6. Brot-Goldberg et al. (2017) report qualitatively similar patterns in their (nonrandomized) analysis of
the effect of the introduction of a high deductible in the context of employer-provided health insurance: it
appears to reduce both “high value” and “low value” care similarly.
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FIGURE 2. Selective results from The Oregon experiment. Figure shows selected results from the
Oregon Health Insurance Experiment. “Control mean” shows mean for lottery participants who were
not selected. “Treatment effect” represents the IV estimate of the impact of Medicaid, using selection
by the lottery as an instrument for Medicaid coverage (the first stage is about 0.25). 95% confidence
intervals are shown with the whisker plot. Top panel shows results for Emergency Room use based
on administrative data in the 18 months following the lottery (Taubman et al. 2014). Bottom panel
shows results for primary and preventive care based on a mail survey administered 43 approximately
one year after the lottery (Finkelstein et al. 2012).
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the evidence indicates that Medicaid in fact increased emergency department visits by
40%; this increase in emergency department visits occurs across all kinds of patients
(e.g., those who had used the emergency room frequently prior to the experiment and
those who had not recently been) and all kinds of visits (e.g., on-hours care and off-
hours care, or care classified as “emergency” and care classified as “non emergency”),
and is persistent across the two years of the study (Taubman et al. 2014; Finkelstein
et al. 2016).

The finding that Medicaid increases use of the emergency department was greeted
with considerable attention and surprise (e.g., Heintzman et al. 2014).7 Conceptually,
however, the result should not be surprising. EMTALA requires hospitals to provide
emergency care on credit and prohibits them from delaying treatment to inquire about
insurance status or means of payment. Hospitals, however, can—and do—charge the
patient for such visits, and Medicaid coverage reduces the out-of-pocket price of the
visit to zero, presumably leading to an increase in demand for emergency department
visits. At the same time, Medicaid coverage also reduces the price of other care to
zero, generating additional, indirect effects, which could go in either direction. Many
conjecture that primary care can substitute for emergency department care, and thus
cheaper primary care may lead to a reduction in emergency department visits. Yet,
the effect could also go in the other direction; for example, one may be more likely
to seek emergency room care if one has insurance to cover any recommended follow
up treatments. Since the Oregon experiment did not independently vary the price of
primary care and emergency department care, it is not designed to address whether
the emergency department and primary care are substitutes or complements. But the
results indicate that, on net, Medicaid increases emergency department use, suggesting
that any substitution that may exist is not large enough to offset the direct effect of
making the emergency department free.

The RAND Health Insurance Experiment. The Oregon Health Insurance Experiment
examined the impact of insurance compared to no insurance. A separate question is
whether, among those with health insurance, the comprehensiveness of that insurance
affects healthcare utilization. Over three decades earlier, in the late 1970s, the RAND
Health Insurance Experiment experimentally varied the extent of consumer cost-
sharing across about 2,000 nonelderly families in order to study the effect of consumer
cost-sharing in health insurance on healthcare spending and health. As before, we
focus on the results for healthcare spending only.8

Unlike the Oregon experiment, which was conceived of by policymakers for
fairness purposes and capitalized on by academics for research purposes, the RAND

7. Beck, Melinda (2014). “Medicaid Expansion Drives Up Visits to ER.” Wall Street Journal, January 3;
Tavernise, Sabrina (2014). “Emergency Visits Seen Increasing with Health Law.” New York Times,
January 2.

8. Our discussion draws heavily on the overview and retrospective provided by Aron-Dine, Einav, and
Finkelstein (2013). For more detail on the experimental design and results, readers should consult Newhouse
(1993) and the many original research papers discussed and cited therein.
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Health Insurance Experiment was prospectively designed by researchers to estimate
the impact of consumer cost-sharing. Families were randomly assigned to plans for
3–5 years. The plans differed solely in their consumer cost-sharing; for example, one
plan had zero cost-sharing (“free plan” ) whereas others had 25%, 50%, or 95% cost-
sharing (two others set different cost sharing based on the type of care). Importantly,
all plans had an out-of-pocket maximum in order to limit the financial exposure of
participants; above this maximum amount, families in all plans had full insurance. Thus,
referring back to Figure 1, the RAND plans had two of the three coverage arms shown:
the coinsurance arm (with coinsurance ranging from zero to 95%), and the catastrophic
arm that provides full coverage. The out-of-pocket maximum amounts were set at a
fairly low level, so that even the least generous plan had substantial coverage. The
exact amount of the out-of-pocket maximum was itself randomly assigned within each
co-insurance assignment. The top panel of Figure 3 shows some examples of plans
from the RAND experiment. We will return to this aspect of the design in subsequent
discussion.

Once again, the results from the randomized evaluation clearly point to the
existence of a moral hazard effect. Lower consumer cost-sharing leads to more
spending. The bottom panel of Figure 3 provides a flavor of these results, showing how
the share of individuals with any annual healthcare spending decreases as the health
insurance coverage becomes less generous.

3.2. Quasi-Experimental Evidence: Bunching in Medicare Part D

In addition to the randomized evaluations, a very large number of quasi-experimental
studies also show that health insurance coverage is associated with increased healthcare
spending. Here we focus on one such example, which is based on prescription drug
spending responses to the Medicare Part D prescription drug benefit. It will serve as a
subsequent point of departure for the modeling of spending under alternative contracts
that is the focus of Section 5.

Medicare Part D was launched in 2006 to add prescription drug coverage to the
existing Medicare public health insurance program for the elderly and disabled in
the United States. In 2015, Medicare Part D covered about 42 million individuals
and generated approximately $77 billion in budgetary outlays (Congressional Budget
Office 2015). The original Medicare program – introduced in 1965 to cover hospital
and physician services—offers uniform, publicly provided coverage. Medicare Part
D, by contrast, is provided by private insurers who are required to offer coverage
that is actuarially equivalent or more generous than a government-designed standard
benefit.

The top panel of Figure 4 shows the government-defined standard benefit design in
2008. It shows the highly nonlinear nature of the standard Part D contract. According
to this contract, the individual initially pays for all expenses out of pocket, until
she has spent $275 (in cumulative drug spending within the covered year), at which
point she pays only 25% of subsequent drug spending until her total drug spending
reaches $2,510. At this point the individual enters the famed “donut hole”, within
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which she must once again pay for all expenses out of pocket until total drug
spending reaches $5,726, the amount at which catastrophic coverage sets in and
the marginal out-of-pocket price of additional spending drops substantially, to about
7%.

As noted, individuals may buy plans that are actuarially equivalent to, or have
more coverage than the standard plan, so that the exact contract design varies across
individuals. However, a common feature of these plans is the existence of substantial
nonlinearities that are similar to the standard coverage we have just described. In
particular, the location of the “donut hole” at the government-set kink location is
typical of most plans, although some of these plans provide partial coverage within the
donut hole region. Using data on Medicare Part D beneficiaries from 2007 to 2009, we
estimated that a beneficiary entering the coverage gap experiences, on average, a price
increase of almost 60 cents for every dollar of total spending (Einav, Finkelstein, and
Schrimpf 2015).

As many economists have observed, the donut hole is incompatible with basic
economic theory, which would imply greater coverage for greater financial loss, or
a concave coverage function as in Figure 1. The donut hole apparently arose as a
political compromise between the objective of having a program in which even those
who spend little on drugs receive benefits and the need to keep projected expenditures
below the legislated cap (Duggan, Healy, and Scott Morton 2008).

Whatever its theoretical demerits or political origins, the donut hole has proved
a boon for empirical research on the moral hazard effects of insurance. Standard
economic theory suggests that, as long as preferences for healthcare and consumption
are strictly convex and smoothly distributed in the population, we should expect the
distribution of individuals’ spending to bunch at a convex kink point of their budget
set. This suggests a natural test for a behavioral response to price. If moral hazard does
not exist, individual spending will be distributed smoothly in the population. With
moral hazard, bunching will be observed around the convex kink in the budget set at
the start of the donut hole, where insurance becomes discontinuously less generous on
the margin.9 Indeed, the bottom panel of Figure 4 shows a histogram of total annual
prescription drug spending in 2008. The response to the convex kink at the donut hole
is apparent: there appears to be a noticeable spike in the distribution of annual spending
around the kink location. Moreover, the government changes the kink location each
year and the location of the bunching moves in virtual lock step as the location of the
kink moves. Across all years, we estimate that the convex kink leads to a statistically
significant 29% increase in the density of individuals whose annual spending is around
the kink location (Einav et al. 2015).

9. This idea that individuals will bunch at convex kinks in their budget set has been present in the literature
since the late 1970s. In the last decade, the increased availability of large and detailed administrative data
has helped spur an explosion of empirical work on bunching, initially in the context of labor supply
responses to the nonlinear income tax schedule (e.g., Saez 2010), but also in other contexts. Kleven (2016)
provides an excellent review of this growing literature.
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4. The Nature of Moral Hazard in Health Insurance

4.1. What is “The Price” of Medical Care in The Presence of Nonlinear
Contracts?

We view the results summarized in the last section as presenting compelling evidence
that moral hazard in health insurance exists: healthcare spending is higher when
insurance coverage increases. This evidence seems a natural and necessary pre-
condition for spending time and effort to model what spending would be under
alternative contracts. This is one—presumably simple and obvious but important
nonetheless—way in which reduced form work can complement economic modeling.

Yet, the evidence we have shown thus far provides little guidance regarding the
nature of this moral hazard response or, relatedly, regarding the appropriate economic
model to apply to the data. The nonlinear nature of virtually all health insurance
contracts in the United States raises a key modeling question: what is the price of
healthcare perceived by the insured individual as she contemplates using a specific
healthcare service? Put differently, to what extent do individuals respond to the dynamic
incentives that are generated by the nonlinearity of the health insurance coverage?

Until recently, this question had attracted relatively little attention in the moral
hazard literature. Instead, a large number of empirical studies endeavored to summarize
the impact of health insurance on healthcare utilization by reporting the price elasticity
of the demand for medical care with respect to “the” out-of-pocket price. A review
article by Cutler and Zeckhauser (2000), for example, summarizes about 30 such
studies. A particularly famous and widely used estimate is the RAND Health Insurance
Experiment’s estimate of the price elasticity of demand for medical care of �0.2
(Manning et al. 1987; Keeler and Rolph 1988).

However, in the presence of nonlinear contracts, applying such single elasticity
estimates is challenging without some guidance as to whether and how one can map a
nonlinear insurance coverage into a single price. For example, one cannot extrapolate
from estimates of the effect of co-insurance on healthcare spending to the effects of
introducing a high-deductible health insurance plan without knowing how forward
looking individuals are in their response to health insurance coverage and their beliefs
about the distribution of future health shocks. A completely myopic individual would
respond to the introduction of a deductible as if the price has sharply increased to
100%, whereas a fully forward looking individual with annual healthcare spending
that are likely to exceed the new deductible would experience little change in the
effective marginal price of care.

The original RAND investigators were, of course, acutely aware of this issue
and spent considerable effort estimating and modeling how individuals respond to
the nonlinear incentives in the RAND contracts (Keeler and Rolph 1988). However,
application of their �0.2 estimate in a manner consistent with their model is a nontrivial
manner. Although notable exceptions exist (e.g., Buchanan et al. 1991; Keeler et al.
1996), most subsequent researchers have applied the RAND estimates in a much
simpler fashion: they summarized the nonlinear insurance contracts with a single price
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to which the �0.2 elasticity was applied. For example, researchers used the average
out-of-pocket price (Newhouse 1992; Cutler 1995; Cogan, Hubbard, and Kessler 2005;
Finkelstein 2007), the realized end-of-year price (Eichner 1998; Kowalski 2016), or
the expected end-of-year price (Eichner 1997, Chap. 1) as various ways to summarize
the nonlinear contract with a single number.

These choices can be consequential for the magnitude of the predicted spending
response. Consider for example an attempt to forecast the effect of changing the plan
from the RAND plan with a 25% coinsurance plan (and its associated, randomly
assigned out-of-pocket maximums) to a plan with a constant 28% coinsurance plan.
The price of medical care under the constant 28% coinsurance plan is well-defined
(0.28). But in order to directly apply the RAND estimate of �0.2, we would also need
to summarize the nonlinear RAND plan with a 25% coinsurance and a given out of
pocket maximum with a single price; this essentially means choosing the weights to
construct an average price. In Aron-Dine et al. (2013) we showed that three different
ways to map the nonlinear RAND contract to a single price lead to out-of-sample
spending predictions for the 28% constant co-insurance contract that vary by a factor
of 2.

This shows that more work and care is needed to thoughtfully apply out-of-sample
the results from even a justifiably famous and well-designed randomized experiment.
Although the RAND health insurance experiment was prospectively designed to
analyze the impact of cost sharing, at the end what it delivers is estimates of the causal
effect of specific (nonlinear) health insurance plans. In order to move beyond what
the experiment directly delivers—estimates of specific plans’ “treatment effects”—
more assumptions regarding an economic model of behavior are needed. The RAND
estimates continue to be used to this day in forecasting the effects of actual and
proposed policies. Given the hard work that went into deriving those credible reduced
form estimates, it seems hard to argue with devoting a commensurate amount of effort
to considering how one might sensibly transform them out of sample.

4.2. Do Individuals Respond to Dynamic Incentives?

Once we recognize that the treatment of the nonlinear budget set can be consequential
for this out-of-sample translation, the first question is whether in fact individuals take
the dynamic incentives that are associated with the nonlinear budget set into account.
A fully rational, forward-looking individual who is not liquidity constrained should
take into account only the future price of medical care and recognize that (conditional
on that future price) the current spot price on care is not relevant, and should not
affect healthcare utilization decisions. However, there are a number of reasons why
individuals might respond only to the spot price. They may be (or behave as if they are)
unaware of or not understand the nonlinear budget set created by their health insurance
contract, they may be affected by an extreme form of present bias and behave as if they
are completely myopic, or they may wish to factor in the future price but be affected
entirely by the spot price due to liquidity constraints.
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The ideal way to test the null hypothesis of whether dynamic incentives matter
would be to hold the spot price of care constant while varying the future price of
care. As it turns out, the RAND Health Insurance Experiment did exactly that! As
mentioned in Section 3 (see Figure 3), the RAND experiment randomly assigned the
co-insurance rate across families and then, within each coinsurance rate, randomly
assigned families to different levels of the out-of-pocket maximum. In principle, this
is precisely the variation needed to test the null of whether individuals respond to
the dynamic incentives: one would want to compare the initial healthcare utilization
decisions of individuals randomized into plans with the same coinsurance rate but
different out-of-pocket maximum. In practice, however, this approach is hampered by
the relatively small sample sizes in the RAND experiment as well as the relatively low
levels of the plans’ maximum amounts (Aron-Dine et al. 2015).

In the absence of the ideal experimental variation, in Aron-Dine et al. (2015) we
instead take advantage of a particular feature of many U.S. health insurance contracts
that generates quasi-experimental variation that is conceptually similar to this ideal.
Most health insurance contracts are annual and reset on January 1, regardless of
when coverage began. When individuals join a plan in the middle of the year, the
deductible and other cost sharing features remain at the annual level, but are applied
for a shorter coverage period. As a result, people who join the same plan in different
months of the year face different contract lengths and therefore potentially different
future prices, even though they all begin with the same spot price. A test of whether
individuals respond to dynamic incentives then becomes whether individuals who join
the same plan in different months of the year—and therefore face the same initial spot
price of care but different future prices—have different initial healthcare utilization.
We applied this idea in two settings: employer-provided health insurance and Medicare
Part D. In both settings we were able to reject the null that individuals respond only
to the spot price of care: individuals who faced the same spot price but higher future
prices used less healthcare initially.

Figure 5 summarizes the nature of our findings in the Medicare Part D context.
Medicare Part D annual plan choices are typically made during the open enrollment
period in November and December, and provide coverage from January to December
of the following year. However, when individuals become newly eligible for Part D at
age 65, they can enroll in a plan the month they turn 65; the plan’s cost-sharing features
reset on January 1, regardless of when in the year the individual enrolled. Variation
in birth month thus generates variation in contract duration, and hence potentially in
expected end-of-year price among individuals in a given plan in their first year.

Figure 5 shows future prices and initial claims for 65 year olds who enrolled in
Medicare Part D between February and October. It shows the pattern of future prices
and initial claims by enrollment month, separately for beneficiaries in two groups
of plans: deductible and no-deductible plans (recall that the standard benefit design
has a deductible, but insurers can offer more generous coverage than the standard
design; many offer no-deductible options). We measure initial drug use by whether
the individual had a prescription drug claim in the first three months of coverage. We
summarize the dynamic incentives in the contract with the expected end-of-year price.
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FIGURE 5. Initial healthcare utilization and future price. This figure replicates Figure 2 in Aron-Dine
et al. (2015). It graphs the pattern of expected end-of-year price and of any initial drug claim by
enrollment month for individuals in Medicare Part D during their first year of eligibility (once they
turn 65). We graph results separately for individuals in deductible plans and no deductible plans. We
calculate the expected end-of-year price separately for each individual based on his plan and birth
month, using all other individuals who enrolled in the same plan that month. The fraction with initial
claim is measured as the share of individuals (by plan type and enrollment month) who had at least
one claim over the first three months. D137,536 (N D 108,577 for no deductible plans, and N D
28,959 for deductible plans).

The expected end-of-year price depends on three elements: the cost-sharing features of
the beneficiary’s plan, the duration (number of months) of the contract (which in turn
is determined by their birth month), and the beneficiary’s expected spending (which
we calculate based on the spending of all individuals who enrolled in that plan in that
month). Of course, if individuals do not believe their spending risk is drawn from the
same distribution as everyone else who joined their plan in their month, there will
be measurement error in the expected end-of-year price; similarly, if individuals are
not risk neutral, other moments of the distribution of the end-of-year price may affect
their initial utilization. Such modeling choices could be consequential if our goal were
to estimate the extent of forward looking behavior. They may also bias us against
rejecting the null of no forward looking behavior. However, if we do reject that null
despite such potential sources of measurement error, it is informative.

The results provide evidence against the null that individuals do not respond to the
future price. In the deductible plan, Figure 5 shows that the expected end-of-year price
is increasing in the enrollment month; a later enrollment date gives the individual less
time to spend past the deductible and into the lower consumer cost-sharing arm. Recall
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that all individuals in these plans face the same initial spot price of care; what varies is
the contract length and thus the expected end-of-year price. In these plans, we see that
initial utilization is decreasing with enrollment month. By contrast, in the no-deductible
plan, the expected end-of-year price is decreasing with the enrollment month; here,
a later enrollment date gives the individual less time to spend past the cost-sharing
arm and into the donut hole. In these plans, by contrast, the probability of an initial
claim does not appear to vary systematically with the enrollment month. Combined,
the contrast suggests that, holding the spot price of care constant, initial healthcare use
is decreasing in the expected end-of-year price. In other words, individuals appear to
respond to the dynamic incentives.

5. Forecasting Healthcare Spending under Counterfactual Contracts

The descriptive results from the last two sections suggest that individuals’ decision
making regarding healthcare utilization responds to the insurance coverage, and that
this response is affected by the dynamic incentives associated with the nonlinear health
insurance contracts commonly offered in the United States. One clear implication of
these results is that assuming that the spot price associated with a given medical
treatment is the only relevant price is problematic. However, we cannot conclude from
this evidence that consumers do not respond at all to the spot price. Indeed, there
is evidence to the contrary: Brot-Goldberg et al. (2017) study the introduction of a
high-deductible plan (where previously there was no deductible) and present evidence
that suggests a response to the spot price as well: predictably sick consumers reduce
their spending in response to the deductible, despite the fact that they are likely to
end the year outside of the deductible range. They conclude that changes in the spot
price—rather than the future price—are the primary drivers of the reduced spending
they observe when the high deductible is introduced.

When individuals respond to both spot and future prices, summarizing a given
contract with a single price is not a sensible option. Therefore, when researchers
want to use the experimental (or quasi-experimental) results to provide predictions for
spending under other, counterfactual contracts not seen in the data, a more complete
behavioral model is needed. We undertook such exercises in two related papers (Einav,
Finkelstein, and Schrimpf 2015, 2017a). Our goal was to analyze spending under
alternative nonlinear Part D contracts, and our motivating point of departure was the
bunching at the convex kink created by the donut hole, which we described earlier.
We showed that two different—and in our subjective opinion “reasonable”—models
could both match the observed bunching, but produce fairly different out-of-sample
predictions. This underscores the importance of modeling choices in extrapolating out
of sample. Ideally, other evidence can be brought to bear to guide model selection.

In our context, we developed two alternative, non-nested models. One natural
approach we implement is to adapt the Saez (2010) framework to our context. In this
influential paper, Saez (2010) showed how a stylized, static, frictionless model of labor
supply can allow for a simple mapping from the observed bunching around convex
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kinks in the income tax schedule to an estimate of the elasticity of labor supply. In Einav
et al. (2017a) we translated Saez’s model of labor supply to a model of prescription drug
spending and applied his approach straightforwardly to the Medicare Part D setting.
To do so, we assumed that individual i has quasi-linear utility in drug spending (m) and
residual income (y): ui(m, y) D gi(m) C y. We chose a particular functional form for
gi(m) so as to obtain a constant elasticity form for drug spending as a function of the
out-of-pocket price that would be similar to Saez’s constant elasticity form for hours
of work with respect to the after-tax wage. This allowed us to almost exactly follow
his strategy and derive a mapping between the observed extent of bunching around
the donut hole and the elasticity of drug spending with respect to the out-of-pocket
price. This exercise resulted in an estimated elasticity of drug spending with respect to
the out-of-pocket price of about �0.05. Because this is based on the bunching at the
kink in annual drug spending, the spot and the future price of care are the same for the
“bunchers” at the end of the year, which makes this a well-defined object.

Of course, the simplicity of the Saez-style approach comes at the cost of potentially
abstracting from a host of real-world features that may be important in a particular
context. Our real-world problem is dynamic: individuals make sequential purchase
decisions throughout the year as information is revealed, and they make current
healthcare utilization decisions facing uncertain future health shocks. The reduced form
evidence we discussed in the previous section suggests that individuals do not ignore
the future in making such decisions. This reduced form evidence has implications for
model selection. In particular, it suggests that a static model—such as our adaptation
of Saez (2010)—may miss some important features of the consumer problem.

We therefore also developed a dynamic model of drug use in which a (potentially)
forward looking individual facing uncertain future health shocks makes drug purchase
decisions (Einav et al. 2015). We modeled weekly drug spending decisions, where each
week there is some chance of a health event that could be treated by a prescription; if
it occurs, the individual must decide whether or not to fill the prescription that week.
The individual is covered by a nonlinear prescription drug insurance contract over 52
weeks. A coverage contract is given by a function, similar to the one depicted in the
top panel of Figure 4, that specifies the out-of-pocket amount the individual would
be charged for a prescription drug with a given list price given the cumulative out-of-
pocket spending up until that point in the coverage period. Optimal behavior can be
characterized by a simple finite horizon dynamic problem. The three state variables are
the number of weeks left until the end of the coverage period, the total amount spent
so far, and a health state, which accounts for potential serial correlation in health.

In this model there are three economic objects. The first is a statistical description of
the distribution of health shocks. The second key object is the primitive price elasticity,
or “moral hazard”, that captures contemporaneous substitution between health and
income. The third object captures the extent to which individuals understand and
respond to the dynamic incentives associated with the nonlinear contract. As discussed
in the last section, there is evidence that this response exists. The model allows us
to quantify it, and to translate it into implications for annual drug spending under
alternative—potentially counterfactual—contracts.
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We parameterized the model with distributional and functional form assumptions
and estimated it using simulated minimum distance. Importantly, one of the moments
we fit is the extent of bunching around the donut hole. We then used the estimates to
simulate the spending response to a uniform percentage price reduction in all arms
of the standard, government-defined plan; this yields implied elasticities of about -
0.25. This elasticity estimate is five times higher than what the Saez-style static model
produced.

Thus, both the static Saez-style model and the dynamic model match, by design,
the same observed bunching pattern, but they deliver very different out-of-sample
predictions. The appeal of the Saez-style model is the simple and transparent mapping
from the descriptive fact to the economic object of interest; relatedly, it can be
implemented relatively quickly and easily. The dynamic model is more computationally
challenging and time consuming to implement; it also has (despite our best efforts)
more of a “black box” relationship between the underlying data objects and the
economic objects of interest. However, it can account for potentially important
economic forces that the static model abstracts from. In particular, it can account
for anticipatory responses by forward looking agents to changes in the future price.
The static model imposes that any response to the donut hole is limited to people around
the donut hole. In contrast, the dynamic model allows for the possibility that the set
of people near the donut hole—and therefore “at risk” of bunching—may in fact be
endogenously affected by the presence of the donut hole; forward-looking individuals,
anticipating the increase in price if they experience a series of negative health shocks,
are likely to make purchase decisions that decrease their chance of ending up near
the donut hole, even if at that point they are far from reaching it. Indeed, when
we considered the implications in the dynamic model of “filling the donut hole” (i.e.,
providing 25% coinsurance in the donut hole instead of 100% coinsurance as scheduled
under the Affordable Care Act to occur by 2020), we estimated that about one-quarter
of the resultant spending increase came from “anticipatory” responses by individuals
whose annual spending prior to this policy change would have been well below the
donut hole (Einav et al. 2015).

The comparison of the results from the static and dynamic model highlights
a broader point that should be neither novel nor surprising: modeling choices are
consequential. In this specific application, we show that an in-sample bunching pattern
may be rationalized by different modeling assumptions, and these assumptions can,
at least in some contexts, have very different quantitative implications out-of-sample.
This issue is not unique to the bunching literature. The phenomenon is more general.
For example, our previous discussion of the results of the RAND Health Insurance
Experiment illustrated that the assumptions made in translating the experimental
treatment effects into economic objects that could be applied out of sample were
also consequential.

More generally, the bunching literature following Saez (2010) is one specific
application of the influential “sufficient statistics” literature popularized by Chetty
(2009)—which attempts to use simple models to directly and transparently map
reduced form parameters into economic primitives. Our analysis illustrates that two
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different models can map the same reduced form object into very different out-of-
sample predictions. Sufficient statistics, in other words, are sufficient conditional on
the model (or set of models). This is an obvious point, made clearly by Chetty (2009),
but sometimes forgotten in applications and interpretations.

6. Conclusions

The title (and purpose) of our paper is to discuss both “what we know” and “how we
know it”. The research on moral hazard effects of health insurance that we described
(hopefully) illustrates the claim we made at the outset: “reduced form” and “structural”
work have their different strengths and limitations, and are most powerful when used
in tandem (within or across papers) to answer a given question or a related set of
questions.

The reduced form evidence tells us unambiguously that health insurance increases
health care utilization and spending. Moral hazard, in other words, irrefutably exists.
The overwhelming, compelling evidence on this point—from several randomized
evaluations as well as countless, well-crafted quasi-experimental studies—should give
any informed reader considerable pause when they hear claims to the contrary. Consider
the rhetorical debate we started with over whether moral hazard exists and if so whether
it might be of the opposite sign. These qualitative hypotheses are powerfully rejected
by the reduced form evidence. This is a particular illustration of a broader point: when
the debate is about sharp nulls, or qualitative signs, credible reduced form studies,
which often rely on fewer modeling assumptions, are very powerful in convincingly
distinguishing between competing hypotheses.

Reduced form evidence can also be valuable for retrospective analysis when an
existing policy of interest is captured by the reduced form variation. If one is interested
in the question: what happened when Oregon expanded Medicaid coverage in 2008,
there is no better way to answer that than with the results of the lotteried expansion.
Likewise, historical interest in the impact of the original introduction of Medicare can
be well-served by reduced form analyses of the impact of that introduction (Finkelstein
2007; Finkelstein and McKnight 2008).

One might also be tempted to use reduced form results for prospective analyses
of policies that are “close enough” to the reduced form variation. Here, however, it
becomes challenging without additional theory and evidence to know what dimensions
of the setting are important and how to judge “closeness” in those dimensions. For
example, the low-income, able boded uninsured adults covered by Medicaid through
the 2008 Oregon Health Insurance Experiment are a very similar population to the
low-income able boded uninsured adults covered by the 2014 Medicaid expansions
under the Affordable Care Act; indeed, the only obvious difference is that in Oregon
eligibility required the individual to be below 100% of the federal poverty line whereas
the state Medicaid expansions reached to 138% of the federal poverty line. Yet a host of
factors could produce differential short-run impacts of Medicaid in Oregon and in these
other expansions. The most obvious is that the demographics of low income adults and
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the nature of the healthcare system (including the healthcare safety net) differs across
the country. One could perhaps shed some light on this (power permitting) through
heterogeneity analysis in the Oregon experiment across types of people and places.
Other observable differences—such as in the macro economy—would be harder to
address. More subtle conceptual differences would require more thought and modeling.
For example, the partial equilibrium impacts of covering a small number of people in
Oregon might differ from the general equilibrium effects of a market-wide expansion in
insurance coverage under the ACA (Finkelstein 2007). The impact of health insurance
for individuals who voluntarily sign up for the lottery may well be different than the
impact when, as in the ACA, insurance coverage is mandatory (Finkelstein et al. 2012;
Einav et al. 2013).

The limitations of prospective policy analysis with reduced form evidence points to
the need for economic modeling. More broadly, whenever we want to study the impact
of something not observed in the data, we need a model to extrapolate from reduced
form estimates to the setting of interest. The results from the RAND Health Insurance
Experiment that we described illustrated this point. The RAND experiment delivers
causal estimates of the spending impact of the particular health insurance contracts
included in the experiment. The literature has since extrapolated from these plan fixed
effects to forecast the spending effects of alternative contracts not observed in the data,
such as high-deductible plans. As we have seen, the modeling choices made in such
extrapolations are quite consequential for the translation of the reduced form estimates
into spending forecasts. Since ad hoc choices of how to extrapolate from reduced form
estimates to contracts not observed in the data can yield very different results, this
suggests the value of more formal modeling in which one specifies and estimates a
model of primitives that govern how an individual’s medical care utilization responds
to the entire nonlinear budget set contracted by the health insurance contract.

This is a nontrivial exercise. It requires, among other things, estimating the
individual’s beliefs about the arrival rate of medical shocks over the year, her
discount rate of future events, and her willingness to trade off health and medical
utilization against other consumption. Naturally, as we illustrated, the modeling choices
themselves will be consequential, even when they can match the reduced form facts.
Here, the reduced form evidence that individuals are at least partly forward looking
can motivate the use of a dynamic model.

We thus see great complementarity between the reduced form analysis and
economic modeling in ways that our examples have hopefully illustrated. Economic
models allow us to get more bang for our reduced form buck—analyzing, for example,
not just whether the current Part D contracts affect drug spending but forecasting what
that spending would be like under alternative policies. In turn, reduced form evidence
allows us to focus our questions—it is useful to verify that moral hazard exists before
trying to model it—and make more informed modeling choices.

Naturally this basic point applies more broadly than our narrow context of moral
hazard effects of health insurance. One closely related, and understudied application
is to the behavioral response of healthcare providers to the financial incentives
embodied in healthcare contracts. As we noted earlier, healthcare spending is extremely
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right skewed—about 5% of the population accounts for about 50% of healthcare
expenditures (Cohen and Yu 2012). Therefore most healthcare spending is accounted
for by individuals who have spent past their deductible and co-insurance arms and face
little, if any, cost-sharing requirements. For affecting the aggregate level of healthcare
spending, therefore, focusing on provider rather than consumer financial incentives
may be more fruitful.

The impact of provider incentives in health insurance has, to date, received
comparatively less empirical attention than the impact of consumer incentives. There
is hope, however, that this may be changing. For example, Clemens and Gottlieb
(2014) provide quasi-experimental estimates of how quantity and nature of healthcare
supplied by physicians responds to changes in their reimbursement rate for that care.
Eliason et al. (2016) and Einav, Finkelstein, and Mahoney (2017b) provide evidence
that hospitals’ decisions of when to discharge patients tend to “bunch” on and shortly
after the length of stay that provides the hospital with a large jump in payments; they
then interpret this provider response through the lens of an economic model that allows
for assessments of behavior under counterfactual payment schedules. The empirical
approaches we discussed here in the context of consumer incentives—and the strong
complementarity across them—have natural application to provider incentives.

It is a great time to be an empirical economist. We have a rich tradition of economic
modeling and structural estimation to draw upon. And we are the beneficiaries of an
improved (and improving!) reduced form toolkit for identifying causal effects (Angrist
and Pischke 2010). Both can be applied to the large, and rich administrative data sets
that researchers are increasingly accessing. By combining these approaches—within
and across papers—our production possibility frontier will expand even further.
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